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• Introduction : 
collective superconducting modes

• Optical spectroscopy with superconducting resonator

• Study of granular aluminum versus ρ:  
- phase diagram SIT: Δ, Tc, J, Ec 

- various sub-gap optical absorptions for hν<2Δ
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Superconducting collective modes
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|Ψ|-fluctuation θ-fluctuation

“Higgs” mode  “Goldstone” mode

E=2Δ E=0 or ωplasma*>>Δ

*with Coulomb interaction

Both modes optically inactive 
in conventional superconductor 

BUT…

at q=0

Superconductivity: condensate of electrons with a unique phase

breaking the rotational U(1) symmetry. 
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Below 2Δ: Higgs or Goldstone mode?

4

Excess of optical absorption below 2Δ interpreted as:

D. Sherman and al, Nature Physics 11, 188–192 (2015).

The Higgs mode in disordered superconductors 
close to a quantum phase transition

NATURE PHYSICS DOI: 10.1038/NPHYS3227 ARTICLES
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Figure 2 | Tunnelling versus optical spectroscopy. a,b, Experimental results on low-disorder NbN samples. a, Measured tunnelling conductance
normalized to the normal state conductance G/Gn (green triangles) alongside a fit to BCS (black line) with a Dynes broadening parameter, � . b, Real part
of the dynamical conductivity, �1, versus frequency (energy) at temperatures below and above Tc =9.5 K. The low-temperature curve is fitted (green line)
to Mattis–Bardeen theory using the energy gap value obtained in the corresponding tunnelling result, �t. c, Summary of the quasiparticle tunnelling gap, �t
(green symbols), measured by planar tunnelling junctions or scanning tunnelling microscopy (STM), versus ⌦ , the frequency at which �1(!) is minimal
(blue symbols), obtained from optical spectroscopy for several superconducting NbN and InO films spanning the di�erent degrees of disorder. Whereas
the quasiparticle gap, �t, remains fairly unchanged with increasing disorder, and basically falls on the BCS strong coupling limit ratio, ⌦ is significantly
suppressed. According to Mattis–Bardeen theory, for ideal superconductors �1 is minimal at a frequency ⌦ that corresponds to 2�. The discrepancy
between both spectroscopic probes increases towards the highly disordered limit, signalling the presence of additional modes superimposed on the
quasiparticle response. The solid red line corresponds to the analytical prediction of mH close to a QPT calculated by Podolsky and colleagues12.
d,e, Experimental results on highly disordered NbN samples. d, Measured tunnelling conductance normalized to the normal state conductance G/Gn
(green triangles) together with a fit to BCS (black line) with a Dynes broadening parameter, � . e, Real part of the dynamical conductivity, �1, versus
frequency (energy) at temperatures below and above Tc =4.2 K. The low-temperature curve is fitted (green line) to Mattis–Bardeen theory using the
energy gap value obtained in the corresponding tunnelling result. Unlike the case of the low-disorder sample, these two curves di�er. The excess spectral
weight, marked in yellow and defined as the di�erence between the curves, is attributed to the Higgs contribution, � H

1 (see text). The error bars for �1 in the
graphs are determined by the distortion of the Fabry–Perot oscillations due to parasitic radiation, standing waves and electronic noise.

towards low frequencies is not at all captured by BCS theory (green
curve). In fact, using �t extracted from corresponding tunnelling
experiments, as seen in Fig. 2d, yields a curve which is significantly
below �

exp
1 (!). With increasing disorder, both the discrepancy

between 2�t and ⌦ and the insu�ciency of Mattis–Bardeen
fits become progressively worse. This trend is demonstrated in
Fig. 2c, where we compare results from both techniques on a
large number of NbN and InO samples spanning the various
degrees of disorder (measured in terms of the normalized critical
temperature, T̃c =Tc/T clean

c ). For small disorder, T̃c ' 1, tunnelling
and THz spectroscopy yield the same value for the superconducting
energy gap. On increasing disorder (decreasing T̃c) the discrepancy
becomes more and more pronounced. For the most-disordered
samples, we find about one order of magnitude di�erence between
corresponding values. We assign these di�erences to an absorption
process stemming from the Higgs mode that becomes progressively
prominent as the systemapproaches the quantumcritical point. This
explains the discrepancy in the sense that ⌦ in the strong-disorder
limit no longer equals 2� as a consequence of the additional
conductivity �H

1 (!) of the emergent Higgs mode. The previously
prominent spectral feature marking the gap frequency is now
hidden in the shoulder at higher frequencies. Although a distinct
experimental determination of⌦ becomes progressively di�cult as
it is pushed to low frequencies, we note the resemblance between
⌦ and the theoretical prediction ofmH in the vicinity of the critical
point12, as seen in Fig. 2c.

We now explore the evolution of the observed additional excess
weight associated with the Higgs conductivity, �H

1 (!), as defined
in equation (2), and compare these measured results with recent
numerical simulations detailed in ref. 25 and sketched in Fig. 1b.
Figure 3a shows the measured �H

1 (!) for three disordered NbN
films with di�erent critical temperatures Tc =6.7, 5 and 4.2 K and
the theoretical calculation for corresponding values of disorder
p=0.075, 0.1 and 0.125. We note that one cannot expect a perfect
quantitative agreement since the theory assumes that 2� is much
larger than the Higgs mode energy, whereas experimentally they
are of the same order of magnitude. Nevertheless, the overall
behaviour—and even quantitative trends—is shared by theory
and experiment: There is a pronounced peak of �H(!), which
shifts towards smaller frequencies and becomes sharper with
increasing disorder.

The appearance of the Higgs mode must go along with a
redistribution of the spectral weight, as this quantity is strictly
conserved; it measures the total charge carrier density N in the
system26. In accordance with the bosonic model of the SIT sketched
above, the strength of the �-peak—that is, the superfluid density
⇢s—dwindles to zero in the vicinity of the quantum critical point.
Figure 3b shows ⇢s for disordered NbN films extracted from the
imaginary part of the conductivity, using equation (3), and N in
the normal state obtained from Hall measurements. While ⇢s is
reduced by about two orders or magnitude with increasing disorder,
N is much less a�ected. According to the Ferrell–Tinkham–Glover
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Recent advances in the experimental growth and control of disordered thin films, heterostru
ctures, and

interfaces provide fertile
ground for the observation and characterization of the collective superconducting

excitations emerging below Tc
after breaking the U (1) gauge symmetry. Here we combine THz experiments

in a nanostru
ctured granular Al thin film and theoretical calculations to demonstrate the existence of optically

active phase modes, which represent the Goldstone excitations of the broken gauge symmetry. By measuring

the complex transmissio
n through the sample we identify

a sizable and temperature-dependent optical subgap

absorption, which cannot be ascribed to quasiparticle excitations. A quantitative modeling of this material as

a disordered Josephson array of nanograins allows us to determine, with no free parameters, the stru
cture of

the spatial inhomogeneities induced by shell effects. Besides being responsible for the enhancement of the

critic
al temperature with respect to bulk Al, already observed in the past, this spatial inhomogeneity provides a

mechanism
for the optical visibility

of the Goldstone mode. By computing explicitly
the optical spectrum of the

superconducting phase fluctuations we obtain a good quantitative description of the experimental data. Our results

demonstrate that nanograin arrays are a promising setting to study and control the collective superconducting

excitations via optical means.

DOI: 10.1103/PhysRevB.96.094514

I. INTRODUCTION

Zero resista
nce at finite

temperature in systems where

momentum is not conserved, one of the defining features

of a superconductor, is stric
tly

related [1,2] to the phase

rigidity of the complex order parameter. Phase rigidity is a

typical consequence of spontaneous symmetry breaking: the

Hamiltonian that describes the superconductor is invariant

under a phase rotation of the electronic degrees of freedom but

in the ground state the macroscopic order parameter chooses

a particular value of the electronic phase, and therefore breaks

spontaneously
this rotational U (1) symmetry. According to

the Goldstone theorem, the collective excitation connecting

the possib
le degenerate ground states must be massle

ss at long

wavelength [1,2].

In principle, this collective mode, usually termed the Gold-

stone mode [3,4], should manifest as a low-energy excitation.

In the context of superconductivity it should appear as a subgap

excitation. However, despite
intensive research, it has not

yet conclusively been observed experimentally. The standard

explanation is based on the idea of Anderson [5], proposed

shortly
after the BCS theory: Coulomb interactions, present

in any material, boost the typical frequency of the Goldstone

mode to the plasma energy scale, well above the energy gap,

so that it cannot be thermally excited at temperatures below

the superconducting (SC) critic
al temperature Tc. A second

issu
e is that typical spectroscopic measurements probe the

system in the long-wavelength regime where the phase mode

is decoupled from the transverse electromagnetic field, so that

one cannot observe it in the ac conductivity. However, these

conclusions only hold for a spatially homogeneous SC state,

since disorder and inhomogeneity can affect both the spectrum

of the phase mode and its optical visibility
.

In recent years,
due to experimental advances in the

growth and control of SC thin films, the electromagnetic

response of conventional superconductors has been studied

with unprecedented precision and in a broad range of disorder

strengths. The improved experimental resolution revealed that

in some conventional s-wave superconductors, such as NbN,

InOx,
and granular Al, a finite

absorption can be found

even below the threshold 2!
for the Cooper-pair breaking,

with ! being the SC gap [6–14]. One possib
le interpretation

[15–18] of these experiments points out to the relevance of

the Goldstone mode, made optically active by the spontaneous

inhomogeneity of the SC ground state that has been observed

in stro
ngly disordered films [19–29]. This interpretation is

still
under debate for two main reasons. From one side, the

explicit calculation of the phase-mode absorption has been

performed so far [15–18] under the assumption that long-range

Coulomb forces should not be included. This relies on the

expectation that the optical conductivity is the response to the

local field, so it is irreducible with respect to the Coulomb

interaction [16,30]; i.e., it only depends on the undressed

soundlike phase spectrum. Nonetheless, disorder could still

mix the reducible and irreducible response, and an explicit

estim
ate of this effect is still

lacking. From the other side, other

mechanisms could potentially induce subgap excitations in the

proximity of the superconductor-to-insulator transitio
n (SIT).
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Figure 2 | Tunnelling versus optical spectroscopy. a,b, Experimental results on low-disorder NbN samples. a, Measured tunnelling conductance
normalized to the normal state conductance G/Gn (green triangles) alongside a fit to BCS (black line) with a Dynes broadening parameter, � . b, Real part
of the dynamical conductivity, �1, versus frequency (energy) at temperatures below and above Tc =9.5 K. The low-temperature curve is fitted (green line)
to Mattis–Bardeen theory using the energy gap value obtained in the corresponding tunnelling result, �t. c, Summary of the quasiparticle tunnelling gap, �t
(green symbols), measured by planar tunnelling junctions or scanning tunnelling microscopy (STM), versus ⌦ , the frequency at which �1(!) is minimal
(blue symbols), obtained from optical spectroscopy for several superconducting NbN and InO films spanning the di�erent degrees of disorder. Whereas
the quasiparticle gap, �t, remains fairly unchanged with increasing disorder, and basically falls on the BCS strong coupling limit ratio, ⌦ is significantly
suppressed. According to Mattis–Bardeen theory, for ideal superconductors �1 is minimal at a frequency ⌦ that corresponds to 2�. The discrepancy
between both spectroscopic probes increases towards the highly disordered limit, signalling the presence of additional modes superimposed on the
quasiparticle response. The solid red line corresponds to the analytical prediction of mH close to a QPT calculated by Podolsky and colleagues12.
d,e, Experimental results on highly disordered NbN samples. d, Measured tunnelling conductance normalized to the normal state conductance G/Gn
(green triangles) together with a fit to BCS (black line) with a Dynes broadening parameter, � . e, Real part of the dynamical conductivity, �1, versus
frequency (energy) at temperatures below and above Tc =4.2 K. The low-temperature curve is fitted (green line) to Mattis–Bardeen theory using the
energy gap value obtained in the corresponding tunnelling result. Unlike the case of the low-disorder sample, these two curves di�er. The excess spectral
weight, marked in yellow and defined as the di�erence between the curves, is attributed to the Higgs contribution, � H

1 (see text). The error bars for �1 in the
graphs are determined by the distortion of the Fabry–Perot oscillations due to parasitic radiation, standing waves and electronic noise.

towards low frequencies is not at all captured by BCS theory (green
curve). In fact, using �t extracted from corresponding tunnelling
experiments, as seen in Fig. 2d, yields a curve which is significantly
below �

exp
1 (!). With increasing disorder, both the discrepancy

between 2�t and ⌦ and the insu�ciency of Mattis–Bardeen
fits become progressively worse. This trend is demonstrated in
Fig. 2c, where we compare results from both techniques on a
large number of NbN and InO samples spanning the various
degrees of disorder (measured in terms of the normalized critical
temperature, T̃c =Tc/T clean

c ). For small disorder, T̃c ' 1, tunnelling
and THz spectroscopy yield the same value for the superconducting
energy gap. On increasing disorder (decreasing T̃c) the discrepancy
becomes more and more pronounced. For the most-disordered
samples, we find about one order of magnitude di�erence between
corresponding values. We assign these di�erences to an absorption
process stemming from the Higgs mode that becomes progressively
prominent as the systemapproaches the quantumcritical point. This
explains the discrepancy in the sense that ⌦ in the strong-disorder
limit no longer equals 2� as a consequence of the additional
conductivity �H

1 (!) of the emergent Higgs mode. The previously
prominent spectral feature marking the gap frequency is now
hidden in the shoulder at higher frequencies. Although a distinct
experimental determination of⌦ becomes progressively di�cult as
it is pushed to low frequencies, we note the resemblance between
⌦ and the theoretical prediction ofmH in the vicinity of the critical
point12, as seen in Fig. 2c.

We now explore the evolution of the observed additional excess
weight associated with the Higgs conductivity, �H

1 (!), as defined
in equation (2), and compare these measured results with recent
numerical simulations detailed in ref. 25 and sketched in Fig. 1b.
Figure 3a shows the measured �H

1 (!) for three disordered NbN
films with di�erent critical temperatures Tc =6.7, 5 and 4.2 K and
the theoretical calculation for corresponding values of disorder
p=0.075, 0.1 and 0.125. We note that one cannot expect a perfect
quantitative agreement since the theory assumes that 2� is much
larger than the Higgs mode energy, whereas experimentally they
are of the same order of magnitude. Nevertheless, the overall
behaviour—and even quantitative trends—is shared by theory
and experiment: There is a pronounced peak of �H(!), which
shifts towards smaller frequencies and becomes sharper with
increasing disorder.

The appearance of the Higgs mode must go along with a
redistribution of the spectral weight, as this quantity is strictly
conserved; it measures the total charge carrier density N in the
system26. In accordance with the bosonic model of the SIT sketched
above, the strength of the �-peak—that is, the superfluid density
⇢s—dwindles to zero in the vicinity of the quantum critical point.
Figure 3b shows ⇢s for disordered NbN films extracted from the
imaginary part of the conductivity, using equation (3), and N in
the normal state obtained from Hall measurements. While ⇢s is
reduced by about two orders or magnitude with increasing disorder,
N is much less a�ected. According to the Ferrell–Tinkham–Glover
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Recent advances in the experimental growth and control of disordered thin films, heterostru
ctures, and

interfaces provide fertile
ground for the observation and characterization of the collective superconducting

excitations emerging below Tc
after breaking the U (1) gauge symmetry. Here we combine THz experiments

in a nanostru
ctured granular Al thin film and theoretical calculations to demonstrate the existence of optically

active phase modes, which represent the Goldstone excitations of the broken gauge symmetry. By measuring

the complex transmissio
n through the sample we identify

a sizable and temperature-dependent optical subgap

absorption, which cannot be ascribed to quasiparticle excitations. A quantitative modeling of this material as

a disordered Josephson array of nanograins allows us to determine, with no free parameters, the stru
cture of

the spatial inhomogeneities induced by shell effects. Besides being responsible for the enhancement of the

critic
al temperature with respect to bulk Al, already observed in the past, this spatial inhomogeneity provides a

mechanism
for the optical visibility

of the Goldstone mode. By computing explicitly
the optical spectrum of the

superconducting phase fluctuations we obtain a good quantitative description of the experimental data. Our results

demonstrate that nanograin arrays are a promising setting to study and control the collective superconducting

excitations via optical means.
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I. INTRODUCTION

Zero resista
nce at finite

temperature in systems where

momentum is not conserved, one of the defining features

of a superconductor, is stric
tly

related [1,2] to the phase

rigidity of the complex order parameter. Phase rigidity is a

typical consequence of spontaneous symmetry breaking: the

Hamiltonian that describes the superconductor is invariant

under a phase rotation of the electronic degrees of freedom but

in the ground state the macroscopic order parameter chooses

a particular value of the electronic phase, and therefore breaks

spontaneously
this rotational U (1) symmetry. According to

the Goldstone theorem, the collective excitation connecting

the possib
le degenerate ground states must be massle

ss at long

wavelength [1,2].

In principle, this collective mode, usually termed the Gold-

stone mode [3,4], should manifest as a low-energy excitation.

In the context of superconductivity it should appear as a subgap

excitation. However, despite
intensive research, it has not

yet conclusively been observed experimentally. The standard

explanation is based on the idea of Anderson [5], proposed

shortly
after the BCS theory: Coulomb interactions, present

in any material, boost the typical frequency of the Goldstone

mode to the plasma energy scale, well above the energy gap,

so that it cannot be thermally excited at temperatures below

the superconducting (SC) critic
al temperature Tc. A second

issu
e is that typical spectroscopic measurements probe the

system in the long-wavelength regime where the phase mode

is decoupled from the transverse electromagnetic field, so that

one cannot observe it in the ac conductivity. However, these

conclusions only hold for a spatially homogeneous SC state,

since disorder and inhomogeneity can affect both the spectrum

of the phase mode and its optical visibility
.

In recent years,
due to experimental advances in the

growth and control of SC thin films, the electromagnetic

response of conventional superconductors has been studied

with unprecedented precision and in a broad range of disorder

strengths. The improved experimental resolution revealed that

in some conventional s-wave superconductors, such as NbN,

InOx,
and granular Al, a finite

absorption can be found

even below the threshold 2!
for the Cooper-pair breaking,

with ! being the SC gap [6–14]. One possib
le interpretation

[15–18] of these experiments points out to the relevance of

the Goldstone mode, made optically active by the spontaneous

inhomogeneity of the SC ground state that has been observed

in stro
ngly disordered films [19–29]. This interpretation is

still
under debate for two main reasons. From one side, the

explicit calculation of the phase-mode absorption has been

performed so far [15–18] under the assumption that long-range

Coulomb forces should not be included. This relies on the

expectation that the optical conductivity is the response to the

local field, so it is irreducible with respect to the Coulomb

interaction [16,30]; i.e., it only depends on the undressed

soundlike phase spectrum. Nonetheless, disorder could still

mix the reducible and irreducible response, and an explicit

estim
ate of this effect is still

lacking. From the other side, other

mechanisms could potentially induce subgap excitations in the

proximity of the superconductor-to-insulator transitio
n (SIT).
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these detectors have generally been used with individual preampli-
fiers and wiring for the output signals, which is clearly impractical
for large arrays. Instead, a multiplexed readout approach is needed,
in which preamplifiers and signal wiring are shared among multiple
detectors. Multiplexing schemes are now being developed for
transition-edge sensors15,16, but will require complex, custom-
designed superconducting electronics, located close to the detector
array. Our detector concept17 is based on the microwave measure-
ment of the complex impedance of a thin superconducting film, and
allows a simple frequency-domain approach to multiplexing. This
results in a dramatic simplification of the detector array and
associated cryogenic electronics, and harnesses the rapid advances
in wireless communications electronics. The results we present
include the demonstration of single X-ray photon detection with
a high signal-to-noise ratio and a measurement of the detector
noise. Although much work remains to be done to optimize the
performance, and to produce and use practical detector arrays, the
devices already achieve very interesting levels of sensitivity.
In order to explain the operation of our detector, wemust quickly

review the electrodynamics of superconductors18. As its name
implies, a superconductor has zero resistance for d.c. electrical

current. This supercurrent is carried by pairs of electrons, known
as Cooper pairs. Cooper pairs are bound together by the electron–
phonon interaction, with a binding energy 2D < 3.5kBTc, where Tc

is the superconducting transition temperature. However, supercon-
ductors have a nonzero impedance for a.c. currents. An electric field
applied near the surface of a superconductor causes the Cooper
pairs to accelerate, allowing energy storage in the form of kinetic
energy. Because the supercurrent is non-dissipative, this energy may
be extracted by reversing the electric field. Similarly, energy may be
stored in the magnetic field inside the superconductor, which
penetrates only a short distance, l < 50 nm, from the surface.
The overall effect is that a superconductor has a surface inductance
L s ¼ m0l, due to the reactive energy flow between the super-
conductor and the electromagnetic field. The surface impedance
Zs ¼ Rs þ iqLs also includes a surface resistance Rs, which describes
a.c. losses at angular frequency q caused by the small fraction of
electrons that are not in Cooper pairs, which are called ‘quasipar-
ticles’. For temperatures Tmuch lower than Tc, Rs ,, qLs.

Photons with sufficient energy (hn . 2D) may break apart one or
more Cooper pairs (Fig. 1a). The absorption of a high-energy
photon creates Nqp < hhn/D quasiparticles; the excess quasiparti-

Figure 1 An illustration of the detection principle. a, Photons with energy hn . 2D are

absorbed in a superconducting film cooled to T ,, Tc, breaking Cooper pairs and

creating a number of quasiparticle excitations Nqp ¼ hhn/D. In this diagram, Cooper

pairs (C) are shown at the Fermi level, and the density of states for quasiparticles18, Ns(E ),

is plotted as the shaded area as a function of quasiparticle energy E. b, The increase in
quasiparticle density changes the (mainly inductive) surface impedance Zs ¼ R s þ iq Ls
of the film, which is used as part of a microwave resonant circuit. The resonant circuit is

depicted schematically here as a parallel LC circuit which is capacitively coupled to a

through line. The effect of the surface inductance L s is to increase the total inductance L,

while the effect of the surface resistance Rs is to make the inductor slightly lossy (adding a

series resistance). c, On resonance, the LC circuit loads the through line, producing a dip
in its transmission. The quasiparticles produced by the photons increase both L s and R s,

which moves the resonance to lower frequency (due to L s), andmakes the dip broader and

shallower (due to R s). Both of these effects contribute to changing the amplitude

(producing power change dP ) (c) and phase (d) of a microwave probe signal transmitted
though the circuit. The definition of the phase angle used here is explained in Fig. 3. The

amplitude and phase curves shown in this illustration are actually the data measured for

the test device (Fig. 2) at 120mK (solid lines) and 260mK (dashed lines). This choice of

circuit design, which has high transmission away from resonance, is very well suited for

frequency-domain multiplexing, because multiple resonators operating at slightly

different frequencies could all be coupled to the same through line.

Figure 2 A microscope photograph of the device tested. Light and dark regions are the

aluminium film and bare sapphire substrate, respectively. A, coplanar waveguide (CPW)

through line used for excitation and readout. B, Meandered quarter-wavelength resonator

section, with an overall length of 3 mm, and resonance frequency around 10 GHz. C,

coupling capacitor. D, short-circuit termination. The coupling region is magnified in the

inset; the diagram shows the equivalent circuit. Both CPW lines have a 50Q characteristic

impedance, and are fabricated from a single 2,200-Å-thick aluminum film (T c ¼ 1.23 K)

using standard contact photolithography. The centre conductor of width 3 mm is

separated by 2-mm gaps from ground planes on either side. The fraction a of the total

inductance per unit length contributed by the surface inductance of the aluminium film

can be written as a sum of centre strip and ground plane terms, a ¼ acentre þ aground.

These are calculated to be acentre < 0.04 and aground < 0.02 using a finite-element

method26, assuming an effective penetration depth l ¼ 50 nm. The measured resonator

quality factor Q ¼ f0 /Df is 52,500 at low temperatures T ,, Tc (Fig. 1). This device is

mainly sensitive to photon events in the centre strip (V ¼ 2,000mm3) of the CPW line

rather than in the ground plane, because the microwave current in the ground plane is

concentrated near the edge of the CPW line; quasiparticles generated in the ground plane

near the edge of the CPW line can easily diffuse away. Similarly, the device is more

sensitive to centre strip events occurring near the short-circuited end, where the

standing-wave pattern of the microwave current reaches a maximum. Quasiparticles

generated in the centre strip may also diffuse out of the short-circuited end; the peak

response therefore occurs roughly one diffusion length (,1mm) from this end. Photon

events in the through line are not seen, because there is no resonant enhancement of the

surface impedance effect.
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these detectors have generally been used with individual preampli-
fiers and wiring for the output signals, which is clearly impractical
for large arrays. Instead, a multiplexed readout approach is needed,
in which preamplifiers and signal wiring are shared among multiple
detectors. Multiplexing schemes are now being developed for
transition-edge sensors15,16, but will require complex, custom-
designed superconducting electronics, located close to the detector
array. Our detector concept17 is based on the microwave measure-
ment of the complex impedance of a thin superconducting film, and
allows a simple frequency-domain approach to multiplexing. This
results in a dramatic simplification of the detector array and
associated cryogenic electronics, and harnesses the rapid advances
in wireless communications electronics. The results we present
include the demonstration of single X-ray photon detection with
a high signal-to-noise ratio and a measurement of the detector
noise. Although much work remains to be done to optimize the
performance, and to produce and use practical detector arrays, the
devices already achieve very interesting levels of sensitivity.
In order to explain the operation of our detector, wemust quickly

review the electrodynamics of superconductors18. As its name
implies, a superconductor has zero resistance for d.c. electrical

current. This supercurrent is carried by pairs of electrons, known
as Cooper pairs. Cooper pairs are bound together by the electron–
phonon interaction, with a binding energy 2D < 3.5kBTc, where Tc

is the superconducting transition temperature. However, supercon-
ductors have a nonzero impedance for a.c. currents. An electric field
applied near the surface of a superconductor causes the Cooper
pairs to accelerate, allowing energy storage in the form of kinetic
energy. Because the supercurrent is non-dissipative, this energy may
be extracted by reversing the electric field. Similarly, energy may be
stored in the magnetic field inside the superconductor, which
penetrates only a short distance, l < 50 nm, from the surface.
The overall effect is that a superconductor has a surface inductance
L s ¼ m0l, due to the reactive energy flow between the super-
conductor and the electromagnetic field. The surface impedance
Zs ¼ Rs þ iqLs also includes a surface resistance Rs, which describes
a.c. losses at angular frequency q caused by the small fraction of
electrons that are not in Cooper pairs, which are called ‘quasipar-
ticles’. For temperatures Tmuch lower than Tc, Rs ,, qLs.

Photons with sufficient energy (hn . 2D) may break apart one or
more Cooper pairs (Fig. 1a). The absorption of a high-energy
photon creates Nqp < hhn/D quasiparticles; the excess quasiparti-

Figure 1 An illustration of the detection principle. a, Photons with energy hn . 2D are

absorbed in a superconducting film cooled to T ,, Tc, breaking Cooper pairs and

creating a number of quasiparticle excitations Nqp ¼ hhn/D. In this diagram, Cooper

pairs (C) are shown at the Fermi level, and the density of states for quasiparticles18, Ns(E ),

is plotted as the shaded area as a function of quasiparticle energy E. b, The increase in
quasiparticle density changes the (mainly inductive) surface impedance Zs ¼ R s þ iq Ls
of the film, which is used as part of a microwave resonant circuit. The resonant circuit is

depicted schematically here as a parallel LC circuit which is capacitively coupled to a

through line. The effect of the surface inductance L s is to increase the total inductance L,

while the effect of the surface resistance Rs is to make the inductor slightly lossy (adding a

series resistance). c, On resonance, the LC circuit loads the through line, producing a dip
in its transmission. The quasiparticles produced by the photons increase both L s and R s,

which moves the resonance to lower frequency (due to L s), andmakes the dip broader and

shallower (due to R s). Both of these effects contribute to changing the amplitude

(producing power change dP ) (c) and phase (d) of a microwave probe signal transmitted
though the circuit. The definition of the phase angle used here is explained in Fig. 3. The

amplitude and phase curves shown in this illustration are actually the data measured for

the test device (Fig. 2) at 120mK (solid lines) and 260mK (dashed lines). This choice of

circuit design, which has high transmission away from resonance, is very well suited for

frequency-domain multiplexing, because multiple resonators operating at slightly

different frequencies could all be coupled to the same through line.

Figure 2 A microscope photograph of the device tested. Light and dark regions are the

aluminium film and bare sapphire substrate, respectively. A, coplanar waveguide (CPW)

through line used for excitation and readout. B, Meandered quarter-wavelength resonator

section, with an overall length of 3 mm, and resonance frequency around 10 GHz. C,

coupling capacitor. D, short-circuit termination. The coupling region is magnified in the

inset; the diagram shows the equivalent circuit. Both CPW lines have a 50Q characteristic

impedance, and are fabricated from a single 2,200-Å-thick aluminum film (T c ¼ 1.23 K)

using standard contact photolithography. The centre conductor of width 3 mm is

separated by 2-mm gaps from ground planes on either side. The fraction a of the total

inductance per unit length contributed by the surface inductance of the aluminium film

can be written as a sum of centre strip and ground plane terms, a ¼ acentre þ aground.

These are calculated to be acentre < 0.04 and aground < 0.02 using a finite-element

method26, assuming an effective penetration depth l ¼ 50 nm. The measured resonator

quality factor Q ¼ f0 /Df is 52,500 at low temperatures T ,, Tc (Fig. 1). This device is

mainly sensitive to photon events in the centre strip (V ¼ 2,000mm3) of the CPW line

rather than in the ground plane, because the microwave current in the ground plane is

concentrated near the edge of the CPW line; quasiparticles generated in the ground plane

near the edge of the CPW line can easily diffuse away. Similarly, the device is more

sensitive to centre strip events occurring near the short-circuited end, where the

standing-wave pattern of the microwave current reaches a maximum. Quasiparticles

generated in the centre strip may also diffuse out of the short-circuited end; the peak

response therefore occurs roughly one diffusion length (,1mm) from this end. Photon

events in the through line are not seen, because there is no resonant enhancement of the

surface impedance effect.
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these detectors have generally been used with individual preampli-
fiers and wiring for the output signals, which is clearly impractical
for large arrays. Instead, a multiplexed readout approach is needed,
in which preamplifiers and signal wiring are shared among multiple
detectors. Multiplexing schemes are now being developed for
transition-edge sensors15,16, but will require complex, custom-
designed superconducting electronics, located close to the detector
array. Our detector concept17 is based on the microwave measure-
ment of the complex impedance of a thin superconducting film, and
allows a simple frequency-domain approach to multiplexing. This
results in a dramatic simplification of the detector array and
associated cryogenic electronics, and harnesses the rapid advances
in wireless communications electronics. The results we present
include the demonstration of single X-ray photon detection with
a high signal-to-noise ratio and a measurement of the detector
noise. Although much work remains to be done to optimize the
performance, and to produce and use practical detector arrays, the
devices already achieve very interesting levels of sensitivity.
In order to explain the operation of our detector, wemust quickly

review the electrodynamics of superconductors18. As its name
implies, a superconductor has zero resistance for d.c. electrical

current. This supercurrent is carried by pairs of electrons, known
as Cooper pairs. Cooper pairs are bound together by the electron–
phonon interaction, with a binding energy 2D < 3.5kBTc, where Tc

is the superconducting transition temperature. However, supercon-
ductors have a nonzero impedance for a.c. currents. An electric field
applied near the surface of a superconductor causes the Cooper
pairs to accelerate, allowing energy storage in the form of kinetic
energy. Because the supercurrent is non-dissipative, this energy may
be extracted by reversing the electric field. Similarly, energy may be
stored in the magnetic field inside the superconductor, which
penetrates only a short distance, l < 50 nm, from the surface.
The overall effect is that a superconductor has a surface inductance
L s ¼ m0l, due to the reactive energy flow between the super-
conductor and the electromagnetic field. The surface impedance
Zs ¼ Rs þ iqLs also includes a surface resistance Rs, which describes
a.c. losses at angular frequency q caused by the small fraction of
electrons that are not in Cooper pairs, which are called ‘quasipar-
ticles’. For temperatures Tmuch lower than Tc, Rs ,, qLs.

Photons with sufficient energy (hn . 2D) may break apart one or
more Cooper pairs (Fig. 1a). The absorption of a high-energy
photon creates Nqp < hhn/D quasiparticles; the excess quasiparti-

Figure 1 An illustration of the detection principle. a, Photons with energy hn . 2D are

absorbed in a superconducting film cooled to T ,, Tc, breaking Cooper pairs and

creating a number of quasiparticle excitations Nqp ¼ hhn/D. In this diagram, Cooper

pairs (C) are shown at the Fermi level, and the density of states for quasiparticles18, Ns(E ),

is plotted as the shaded area as a function of quasiparticle energy E. b, The increase in
quasiparticle density changes the (mainly inductive) surface impedance Zs ¼ R s þ iq Ls
of the film, which is used as part of a microwave resonant circuit. The resonant circuit is

depicted schematically here as a parallel LC circuit which is capacitively coupled to a

through line. The effect of the surface inductance L s is to increase the total inductance L,

while the effect of the surface resistance Rs is to make the inductor slightly lossy (adding a

series resistance). c, On resonance, the LC circuit loads the through line, producing a dip
in its transmission. The quasiparticles produced by the photons increase both L s and R s,

which moves the resonance to lower frequency (due to L s), andmakes the dip broader and

shallower (due to R s). Both of these effects contribute to changing the amplitude

(producing power change dP ) (c) and phase (d) of a microwave probe signal transmitted
though the circuit. The definition of the phase angle used here is explained in Fig. 3. The

amplitude and phase curves shown in this illustration are actually the data measured for

the test device (Fig. 2) at 120mK (solid lines) and 260mK (dashed lines). This choice of

circuit design, which has high transmission away from resonance, is very well suited for

frequency-domain multiplexing, because multiple resonators operating at slightly

different frequencies could all be coupled to the same through line.

Figure 2 A microscope photograph of the device tested. Light and dark regions are the

aluminium film and bare sapphire substrate, respectively. A, coplanar waveguide (CPW)

through line used for excitation and readout. B, Meandered quarter-wavelength resonator

section, with an overall length of 3 mm, and resonance frequency around 10 GHz. C,

coupling capacitor. D, short-circuit termination. The coupling region is magnified in the

inset; the diagram shows the equivalent circuit. Both CPW lines have a 50Q characteristic

impedance, and are fabricated from a single 2,200-Å-thick aluminum film (T c ¼ 1.23 K)

using standard contact photolithography. The centre conductor of width 3 mm is

separated by 2-mm gaps from ground planes on either side. The fraction a of the total

inductance per unit length contributed by the surface inductance of the aluminium film

can be written as a sum of centre strip and ground plane terms, a ¼ acentre þ aground.

These are calculated to be acentre < 0.04 and aground < 0.02 using a finite-element

method26, assuming an effective penetration depth l ¼ 50 nm. The measured resonator

quality factor Q ¼ f0 /Df is 52,500 at low temperatures T ,, Tc (Fig. 1). This device is

mainly sensitive to photon events in the centre strip (V ¼ 2,000mm3) of the CPW line

rather than in the ground plane, because the microwave current in the ground plane is

concentrated near the edge of the CPW line; quasiparticles generated in the ground plane

near the edge of the CPW line can easily diffuse away. Similarly, the device is more

sensitive to centre strip events occurring near the short-circuited end, where the

standing-wave pattern of the microwave current reaches a maximum. Quasiparticles

generated in the centre strip may also diffuse out of the short-circuited end; the peak

response therefore occurs roughly one diffusion length (,1mm) from this end. Photon

events in the through line are not seen, because there is no resonant enhancement of the

surface impedance effect.
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these detectors have generally been used with individual preampli-
fiers and wiring for the output signals, which is clearly impractical
for large arrays. Instead, a multiplexed readout approach is needed,
in which preamplifiers and signal wiring are shared among multiple
detectors. Multiplexing schemes are now being developed for
transition-edge sensors15,16, but will require complex, custom-
designed superconducting electronics, located close to the detector
array. Our detector concept17 is based on the microwave measure-
ment of the complex impedance of a thin superconducting film, and
allows a simple frequency-domain approach to multiplexing. This
results in a dramatic simplification of the detector array and
associated cryogenic electronics, and harnesses the rapid advances
in wireless communications electronics. The results we present
include the demonstration of single X-ray photon detection with
a high signal-to-noise ratio and a measurement of the detector
noise. Although much work remains to be done to optimize the
performance, and to produce and use practical detector arrays, the
devices already achieve very interesting levels of sensitivity.
In order to explain the operation of our detector, wemust quickly

review the electrodynamics of superconductors18. As its name
implies, a superconductor has zero resistance for d.c. electrical

current. This supercurrent is carried by pairs of electrons, known
as Cooper pairs. Cooper pairs are bound together by the electron–
phonon interaction, with a binding energy 2D < 3.5kBTc, where Tc

is the superconducting transition temperature. However, supercon-
ductors have a nonzero impedance for a.c. currents. An electric field
applied near the surface of a superconductor causes the Cooper
pairs to accelerate, allowing energy storage in the form of kinetic
energy. Because the supercurrent is non-dissipative, this energy may
be extracted by reversing the electric field. Similarly, energy may be
stored in the magnetic field inside the superconductor, which
penetrates only a short distance, l < 50 nm, from the surface.
The overall effect is that a superconductor has a surface inductance
L s ¼ m0l, due to the reactive energy flow between the super-
conductor and the electromagnetic field. The surface impedance
Zs ¼ Rs þ iqLs also includes a surface resistance Rs, which describes
a.c. losses at angular frequency q caused by the small fraction of
electrons that are not in Cooper pairs, which are called ‘quasipar-
ticles’. For temperatures Tmuch lower than Tc, Rs ,, qLs.

Photons with sufficient energy (hn . 2D) may break apart one or
more Cooper pairs (Fig. 1a). The absorption of a high-energy
photon creates Nqp < hhn/D quasiparticles; the excess quasiparti-

Figure 1 An illustration of the detection principle. a, Photons with energy hn . 2D are

absorbed in a superconducting film cooled to T ,, Tc, breaking Cooper pairs and

creating a number of quasiparticle excitations Nqp ¼ hhn/D. In this diagram, Cooper

pairs (C) are shown at the Fermi level, and the density of states for quasiparticles18, Ns(E ),

is plotted as the shaded area as a function of quasiparticle energy E. b, The increase in
quasiparticle density changes the (mainly inductive) surface impedance Zs ¼ R s þ iq Ls
of the film, which is used as part of a microwave resonant circuit. The resonant circuit is

depicted schematically here as a parallel LC circuit which is capacitively coupled to a

through line. The effect of the surface inductance L s is to increase the total inductance L,

while the effect of the surface resistance Rs is to make the inductor slightly lossy (adding a

series resistance). c, On resonance, the LC circuit loads the through line, producing a dip
in its transmission. The quasiparticles produced by the photons increase both L s and R s,

which moves the resonance to lower frequency (due to L s), andmakes the dip broader and

shallower (due to R s). Both of these effects contribute to changing the amplitude

(producing power change dP ) (c) and phase (d) of a microwave probe signal transmitted
though the circuit. The definition of the phase angle used here is explained in Fig. 3. The

amplitude and phase curves shown in this illustration are actually the data measured for

the test device (Fig. 2) at 120mK (solid lines) and 260mK (dashed lines). This choice of

circuit design, which has high transmission away from resonance, is very well suited for

frequency-domain multiplexing, because multiple resonators operating at slightly

different frequencies could all be coupled to the same through line.

Figure 2 A microscope photograph of the device tested. Light and dark regions are the

aluminium film and bare sapphire substrate, respectively. A, coplanar waveguide (CPW)

through line used for excitation and readout. B, Meandered quarter-wavelength resonator

section, with an overall length of 3 mm, and resonance frequency around 10 GHz. C,

coupling capacitor. D, short-circuit termination. The coupling region is magnified in the

inset; the diagram shows the equivalent circuit. Both CPW lines have a 50Q characteristic

impedance, and are fabricated from a single 2,200-Å-thick aluminum film (T c ¼ 1.23 K)

using standard contact photolithography. The centre conductor of width 3 mm is

separated by 2-mm gaps from ground planes on either side. The fraction a of the total

inductance per unit length contributed by the surface inductance of the aluminium film

can be written as a sum of centre strip and ground plane terms, a ¼ acentre þ aground.

These are calculated to be acentre < 0.04 and aground < 0.02 using a finite-element

method26, assuming an effective penetration depth l ¼ 50 nm. The measured resonator

quality factor Q ¼ f0 /Df is 52,500 at low temperatures T ,, Tc (Fig. 1). This device is

mainly sensitive to photon events in the centre strip (V ¼ 2,000mm3) of the CPW line

rather than in the ground plane, because the microwave current in the ground plane is

concentrated near the edge of the CPW line; quasiparticles generated in the ground plane

near the edge of the CPW line can easily diffuse away. Similarly, the device is more

sensitive to centre strip events occurring near the short-circuited end, where the

standing-wave pattern of the microwave current reaches a maximum. Quasiparticles

generated in the centre strip may also diffuse out of the short-circuited end; the peak

response therefore occurs roughly one diffusion length (,1mm) from this end. Photon

events in the through line are not seen, because there is no resonant enhancement of the

surface impedance effect.

letters to nature

NATURE |VOL 425 | 23 OCTOBER 2003 | www.nature.com/nature818 © 2003        Nature  Publishing Group

quasi-particleshν

Q-factor   due to dissipation       

frequency shift: δf  due to ns     

5

thin film ~tens of nm
substrate=Si, MgO, Al2O3,..

Optical spectroscopy with superconducting resonators

KIDs

hν 
> 2Δ



SIT 2018  Florence Levy-Bertrand /20

these detectors have generally been used with individual preampli-
fiers and wiring for the output signals, which is clearly impractical
for large arrays. Instead, a multiplexed readout approach is needed,
in which preamplifiers and signal wiring are shared among multiple
detectors. Multiplexing schemes are now being developed for
transition-edge sensors15,16, but will require complex, custom-
designed superconducting electronics, located close to the detector
array. Our detector concept17 is based on the microwave measure-
ment of the complex impedance of a thin superconducting film, and
allows a simple frequency-domain approach to multiplexing. This
results in a dramatic simplification of the detector array and
associated cryogenic electronics, and harnesses the rapid advances
in wireless communications electronics. The results we present
include the demonstration of single X-ray photon detection with
a high signal-to-noise ratio and a measurement of the detector
noise. Although much work remains to be done to optimize the
performance, and to produce and use practical detector arrays, the
devices already achieve very interesting levels of sensitivity.
In order to explain the operation of our detector, wemust quickly

review the electrodynamics of superconductors18. As its name
implies, a superconductor has zero resistance for d.c. electrical

current. This supercurrent is carried by pairs of electrons, known
as Cooper pairs. Cooper pairs are bound together by the electron–
phonon interaction, with a binding energy 2D < 3.5kBTc, where Tc

is the superconducting transition temperature. However, supercon-
ductors have a nonzero impedance for a.c. currents. An electric field
applied near the surface of a superconductor causes the Cooper
pairs to accelerate, allowing energy storage in the form of kinetic
energy. Because the supercurrent is non-dissipative, this energy may
be extracted by reversing the electric field. Similarly, energy may be
stored in the magnetic field inside the superconductor, which
penetrates only a short distance, l < 50 nm, from the surface.
The overall effect is that a superconductor has a surface inductance
L s ¼ m0l, due to the reactive energy flow between the super-
conductor and the electromagnetic field. The surface impedance
Zs ¼ Rs þ iqLs also includes a surface resistance Rs, which describes
a.c. losses at angular frequency q caused by the small fraction of
electrons that are not in Cooper pairs, which are called ‘quasipar-
ticles’. For temperatures Tmuch lower than Tc, Rs ,, qLs.

Photons with sufficient energy (hn . 2D) may break apart one or
more Cooper pairs (Fig. 1a). The absorption of a high-energy
photon creates Nqp < hhn/D quasiparticles; the excess quasiparti-

Figure 1 An illustration of the detection principle. a, Photons with energy hn . 2D are

absorbed in a superconducting film cooled to T ,, Tc, breaking Cooper pairs and

creating a number of quasiparticle excitations Nqp ¼ hhn/D. In this diagram, Cooper

pairs (C) are shown at the Fermi level, and the density of states for quasiparticles18, Ns(E ),

is plotted as the shaded area as a function of quasiparticle energy E. b, The increase in
quasiparticle density changes the (mainly inductive) surface impedance Zs ¼ R s þ iq Ls
of the film, which is used as part of a microwave resonant circuit. The resonant circuit is

depicted schematically here as a parallel LC circuit which is capacitively coupled to a

through line. The effect of the surface inductance L s is to increase the total inductance L,

while the effect of the surface resistance Rs is to make the inductor slightly lossy (adding a

series resistance). c, On resonance, the LC circuit loads the through line, producing a dip
in its transmission. The quasiparticles produced by the photons increase both L s and R s,

which moves the resonance to lower frequency (due to L s), andmakes the dip broader and

shallower (due to R s). Both of these effects contribute to changing the amplitude

(producing power change dP ) (c) and phase (d) of a microwave probe signal transmitted
though the circuit. The definition of the phase angle used here is explained in Fig. 3. The

amplitude and phase curves shown in this illustration are actually the data measured for

the test device (Fig. 2) at 120mK (solid lines) and 260mK (dashed lines). This choice of

circuit design, which has high transmission away from resonance, is very well suited for

frequency-domain multiplexing, because multiple resonators operating at slightly

different frequencies could all be coupled to the same through line.

Figure 2 A microscope photograph of the device tested. Light and dark regions are the

aluminium film and bare sapphire substrate, respectively. A, coplanar waveguide (CPW)

through line used for excitation and readout. B, Meandered quarter-wavelength resonator

section, with an overall length of 3 mm, and resonance frequency around 10 GHz. C,

coupling capacitor. D, short-circuit termination. The coupling region is magnified in the

inset; the diagram shows the equivalent circuit. Both CPW lines have a 50Q characteristic

impedance, and are fabricated from a single 2,200-Å-thick aluminum film (T c ¼ 1.23 K)

using standard contact photolithography. The centre conductor of width 3 mm is

separated by 2-mm gaps from ground planes on either side. The fraction a of the total

inductance per unit length contributed by the surface inductance of the aluminium film

can be written as a sum of centre strip and ground plane terms, a ¼ acentre þ aground.

These are calculated to be acentre < 0.04 and aground < 0.02 using a finite-element

method26, assuming an effective penetration depth l ¼ 50 nm. The measured resonator

quality factor Q ¼ f0 /Df is 52,500 at low temperatures T ,, Tc (Fig. 1). This device is

mainly sensitive to photon events in the centre strip (V ¼ 2,000mm3) of the CPW line

rather than in the ground plane, because the microwave current in the ground plane is

concentrated near the edge of the CPW line; quasiparticles generated in the ground plane

near the edge of the CPW line can easily diffuse away. Similarly, the device is more

sensitive to centre strip events occurring near the short-circuited end, where the

standing-wave pattern of the microwave current reaches a maximum. Quasiparticles

generated in the centre strip may also diffuse out of the short-circuited end; the peak

response therefore occurs roughly one diffusion length (,1mm) from this end. Photon

events in the through line are not seen, because there is no resonant enhancement of the

surface impedance effect.
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these detectors have generally been used with individual preampli-
fiers and wiring for the output signals, which is clearly impractical
for large arrays. Instead, a multiplexed readout approach is needed,
in which preamplifiers and signal wiring are shared among multiple
detectors. Multiplexing schemes are now being developed for
transition-edge sensors15,16, but will require complex, custom-
designed superconducting electronics, located close to the detector
array. Our detector concept17 is based on the microwave measure-
ment of the complex impedance of a thin superconducting film, and
allows a simple frequency-domain approach to multiplexing. This
results in a dramatic simplification of the detector array and
associated cryogenic electronics, and harnesses the rapid advances
in wireless communications electronics. The results we present
include the demonstration of single X-ray photon detection with
a high signal-to-noise ratio and a measurement of the detector
noise. Although much work remains to be done to optimize the
performance, and to produce and use practical detector arrays, the
devices already achieve very interesting levels of sensitivity.
In order to explain the operation of our detector, wemust quickly

review the electrodynamics of superconductors18. As its name
implies, a superconductor has zero resistance for d.c. electrical

current. This supercurrent is carried by pairs of electrons, known
as Cooper pairs. Cooper pairs are bound together by the electron–
phonon interaction, with a binding energy 2D < 3.5kBTc, where Tc

is the superconducting transition temperature. However, supercon-
ductors have a nonzero impedance for a.c. currents. An electric field
applied near the surface of a superconductor causes the Cooper
pairs to accelerate, allowing energy storage in the form of kinetic
energy. Because the supercurrent is non-dissipative, this energy may
be extracted by reversing the electric field. Similarly, energy may be
stored in the magnetic field inside the superconductor, which
penetrates only a short distance, l < 50 nm, from the surface.
The overall effect is that a superconductor has a surface inductance
L s ¼ m0l, due to the reactive energy flow between the super-
conductor and the electromagnetic field. The surface impedance
Zs ¼ Rs þ iqLs also includes a surface resistance Rs, which describes
a.c. losses at angular frequency q caused by the small fraction of
electrons that are not in Cooper pairs, which are called ‘quasipar-
ticles’. For temperatures Tmuch lower than Tc, Rs ,, qLs.

Photons with sufficient energy (hn . 2D) may break apart one or
more Cooper pairs (Fig. 1a). The absorption of a high-energy
photon creates Nqp < hhn/D quasiparticles; the excess quasiparti-

Figure 1 An illustration of the detection principle. a, Photons with energy hn . 2D are

absorbed in a superconducting film cooled to T ,, Tc, breaking Cooper pairs and

creating a number of quasiparticle excitations Nqp ¼ hhn/D. In this diagram, Cooper

pairs (C) are shown at the Fermi level, and the density of states for quasiparticles18, Ns(E ),

is plotted as the shaded area as a function of quasiparticle energy E. b, The increase in
quasiparticle density changes the (mainly inductive) surface impedance Zs ¼ R s þ iq Ls
of the film, which is used as part of a microwave resonant circuit. The resonant circuit is

depicted schematically here as a parallel LC circuit which is capacitively coupled to a

through line. The effect of the surface inductance L s is to increase the total inductance L,

while the effect of the surface resistance Rs is to make the inductor slightly lossy (adding a

series resistance). c, On resonance, the LC circuit loads the through line, producing a dip
in its transmission. The quasiparticles produced by the photons increase both L s and R s,

which moves the resonance to lower frequency (due to L s), andmakes the dip broader and

shallower (due to R s). Both of these effects contribute to changing the amplitude

(producing power change dP ) (c) and phase (d) of a microwave probe signal transmitted
though the circuit. The definition of the phase angle used here is explained in Fig. 3. The

amplitude and phase curves shown in this illustration are actually the data measured for

the test device (Fig. 2) at 120mK (solid lines) and 260mK (dashed lines). This choice of

circuit design, which has high transmission away from resonance, is very well suited for

frequency-domain multiplexing, because multiple resonators operating at slightly

different frequencies could all be coupled to the same through line.

Figure 2 A microscope photograph of the device tested. Light and dark regions are the

aluminium film and bare sapphire substrate, respectively. A, coplanar waveguide (CPW)

through line used for excitation and readout. B, Meandered quarter-wavelength resonator

section, with an overall length of 3 mm, and resonance frequency around 10 GHz. C,

coupling capacitor. D, short-circuit termination. The coupling region is magnified in the

inset; the diagram shows the equivalent circuit. Both CPW lines have a 50Q characteristic

impedance, and are fabricated from a single 2,200-Å-thick aluminum film (T c ¼ 1.23 K)

using standard contact photolithography. The centre conductor of width 3 mm is

separated by 2-mm gaps from ground planes on either side. The fraction a of the total

inductance per unit length contributed by the surface inductance of the aluminium film

can be written as a sum of centre strip and ground plane terms, a ¼ acentre þ aground.

These are calculated to be acentre < 0.04 and aground < 0.02 using a finite-element

method26, assuming an effective penetration depth l ¼ 50 nm. The measured resonator

quality factor Q ¼ f0 /Df is 52,500 at low temperatures T ,, Tc (Fig. 1). This device is

mainly sensitive to photon events in the centre strip (V ¼ 2,000mm3) of the CPW line

rather than in the ground plane, because the microwave current in the ground plane is

concentrated near the edge of the CPW line; quasiparticles generated in the ground plane

near the edge of the CPW line can easily diffuse away. Similarly, the device is more

sensitive to centre strip events occurring near the short-circuited end, where the

standing-wave pattern of the microwave current reaches a maximum. Quasiparticles

generated in the centre strip may also diffuse out of the short-circuited end; the peak

response therefore occurs roughly one diffusion length (,1mm) from this end. Photon

events in the through line are not seen, because there is no resonant enhancement of the

surface impedance effect.
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 Tunable sub-gap radiation detection with superconducting resonators
O. Dupré et al, Supercond. Sci. Technol. 30, 045007 (2017).
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• hν-absorbed          -> superfluid current density J increases

-> superfluid density ns decreases
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Optical spectroscopy with superconducting resonators

the frequency shift due to the ν-antenna frequency increases
with the incident power. The indicated power corresponds to
the one applied onto the antenna with the RF-source. On the
right, the noise study consists in registering the time variation
of ∣ ∣S21 measured at the unperturbed resonator frequency with
an integrated bandwidth frequency of 1 Hz while the ν-
antenna is off and switched on at t∼40 s with −30 dBm
applied onto the antenna. The standard deviation without
illumination is (b) rms=0.03 dBm and (d) rms=0.02 dBm.
The signal variation is (b) ∣ ∣D =S 7.2221 dBm and (d)
∣ ∣D =S 3.2421 dBm. From these results we can approximately
estimate the sensitivity of our SKIDs. We define PSKID as the
power hitting each resonator. Electromagnetic simulation of
the antenna gives at 8 GHz a radiation efficiency of 75% and a
directivity of 2.7 dBi. In the case of = -P 30 dBmantenna ,
three dimensional simulation ray-tracing with the cryostat
geometry roughly estimates ~ -P 10SKID

12 W. The noise
equivalent power (NEP) is defined as:

( )= PNEP
signal
noise

1SKID

with the noise measured for a 1 Hz bandwidth. The signal to
noise ratio is of the order of ~200 Hz . Thus, assuming for
simplicity a linear response of the detector (implicit in the
above equation), the rough evaluation of the NEP is in the

–- - -10 10 W Hz14 15 1 2/ range. For future development it is
important to notice that the detector response is actually
nonlinear: see figure 2 of the online supplementary material.

Radio-frequency electromagnetic simulations have been
realized using the Sonnet software [13]. We adjusted the
kinetic inductance Ls=700 pH/sq to obtain the same flow-
resonance frequency by simulation and measurement
(1.83 GHz). With the adjusted Ls value, we get for the fhigh-
resonance a simulated resonance frequency of 2.57 GHz
which corresponds within 1% to the 2.55 GHz measured
frequency. For the flow-geometry, besides the base resonance
at 1.83 GHz, the simulation revealed higher frequency reso-
nance modes at 6.46 and 7.53 GHz. For the fhigh-geometry,
besides the base resonance at 2.57 GHz, higher frequency
resonance modes are found at 6.81 and 9.16 GHz. The highest
simulated frequencies match within less than 1% the ν-fre-
quencies detected. Within the present set-up our resonators
did not detect the ∼6 GHz frequency but they did with an
antenna enclosed in the cryostat and placed at 1 cm from the
resonators. This probably indicates that the current induced
from the incident radiation in the resonator or the cross-Kerr
coupling between the fundamental and the harmonic mode is
weaker for the second resonance order compared to the third.
The induced current is determined by the optical absorption
efficiency, the internal and the coupling quality factors of the
resonator, the cross-Kerr coupling quantifies the frequency
shift of the fundamental mode when an harmonic mode is
excited. We have also detected ν-frequencies above the
7–10 GHz range. The observations were similar: the ν-
detected frequency was different for each resonator with a
very high frequency-selectivity. Again, the ν-frequencies
detected correspond to simulated frequencies. The agreement
between the simulated and/or the measured higher-order

resonance mode and the detected frequencies lead us to
conclude that the higher-order resonance modes are at the
origin of the detection mechanism of our SKIDs. In the fol-
lowing paragraph we discuss why the fundamental resonance
mode is shifted when a harmonic mode is excited.

There is a ∼25% difference from the ∼900 pH/sq esti-
mated with the BCS-analytic formula and the 700 pH/sq
extracted from the comparison between simulated and mea-
sured resonance frequencies. The difference is likely due to
the non BCS-behavior of a:InO [14] being suppressed. For
small penetration depth compared to the resonator width,
another source of difference may be due to the fact that the
electromagnetic simulation assumes an uniform current dis-
tribution for each step grid throughout the width of the
resonator. This last point is inaccurate. Adjusting by simula-
tion the kinetic inductance per square to match the exper-
imental frequencies might thus lead to an underestimation of
the kinetic inductance. This source of discrepancy is probably
minor here as for a step grid of 3 μm almost no change of the
current distribution was observed throughout the 12 μm
width. Finally, from a practical point of view, the effective
kinetic inductance extracted this way is the most useful value
to foresee the highest harmonic modes.

4. Discussion

Below twice the superconducting gap, in order to be absor-
bed, the frequency of an incident light radiation has to match
a resonance mode (or any collective mode) otherwise the
superconductor is a perfect mirror. When absorbed, the
radiation increases the resonator current density, modifying
the inductance L owing to the following expression [5]:

( ) ( )[ ] ( )*= + +L J L J J0 1 .. , 22 2

where J* is a constant that sets the scale of the kinetic
inductance nonlinearity. The change of inductance leads to a
shift of the fundamental resonance frequency.

Within the Ginsburg–Landau theory [15] * =J J2 33 2
c

where Jc is the critical current density. We can estimate the
current density J* using the following formula [15]

* � x= ´J e m ns where ÿ is the reduced Planck constant, e
is the elementary charge, m is the electron mass, ns is the
superfluid density (at zero temperature), and ξ is the Cooper
pairs’ coherence length (at a given temperature). For the
employed a:InO with ~ -n 10 ms

24 3 (see online supplementary
data) and x = 5 nm (from [11]) we get * ~ ´ -J 4 10 A m9 2.
This value is to be compared to the critical current density of
granular aluminum [16] * ~ ´ -J 3 10 A m10 2 or pure alumi-
num [17] * ~ ´ -J 1 10 A m12 2.

Low superfluid density are of importance as it contributes to
lower J* and thus increases the detector sensitivity [5]. Another
way to improve the detector sensitivity is to enhance the current
density J by reducing the section of the resonator, by optimizing
the coupling to the feed-line or by injecting a bias DC-current as
realized in a frequency-tunable resonator [18]. The DC bias
would allow a dynamic adjustment of the operating point.

4

Supercond. Sci. Technol. 30 (2017) 045007 O Dupré et al

1 see any textbook on superconductivity (de Gennes, Tinkham)
2 L. Swenson et al, J. Appl. Physics 113, 104501 (2013)

1,2  

the frequency shift due to the ν-antenna frequency increases
with the incident power. The indicated power corresponds to
the one applied onto the antenna with the RF-source. On the
right, the noise study consists in registering the time variation
of ∣ ∣S21 measured at the unperturbed resonator frequency with
an integrated bandwidth frequency of 1 Hz while the ν-
antenna is off and switched on at t∼40 s with −30 dBm
applied onto the antenna. The standard deviation without
illumination is (b) rms=0.03 dBm and (d) rms=0.02 dBm.
The signal variation is (b) ∣ ∣D =S 7.2221 dBm and (d)
∣ ∣D =S 3.2421 dBm. From these results we can approximately
estimate the sensitivity of our SKIDs. We define PSKID as the
power hitting each resonator. Electromagnetic simulation of
the antenna gives at 8 GHz a radiation efficiency of 75% and a
directivity of 2.7 dBi. In the case of = -P 30 dBmantenna ,
three dimensional simulation ray-tracing with the cryostat
geometry roughly estimates ~ -P 10SKID

12 W. The noise
equivalent power (NEP) is defined as:
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with the noise measured for a 1 Hz bandwidth. The signal to
noise ratio is of the order of ~200 Hz . Thus, assuming for
simplicity a linear response of the detector (implicit in the
above equation), the rough evaluation of the NEP is in the

–- - -10 10 W Hz14 15 1 2/ range. For future development it is
important to notice that the detector response is actually
nonlinear: see figure 2 of the online supplementary material.

Radio-frequency electromagnetic simulations have been
realized using the Sonnet software [13]. We adjusted the
kinetic inductance Ls=700 pH/sq to obtain the same flow-
resonance frequency by simulation and measurement
(1.83 GHz). With the adjusted Ls value, we get for the fhigh-
resonance a simulated resonance frequency of 2.57 GHz
which corresponds within 1% to the 2.55 GHz measured
frequency. For the flow-geometry, besides the base resonance
at 1.83 GHz, the simulation revealed higher frequency reso-
nance modes at 6.46 and 7.53 GHz. For the fhigh-geometry,
besides the base resonance at 2.57 GHz, higher frequency
resonance modes are found at 6.81 and 9.16 GHz. The highest
simulated frequencies match within less than 1% the ν-fre-
quencies detected. Within the present set-up our resonators
did not detect the ∼6 GHz frequency but they did with an
antenna enclosed in the cryostat and placed at 1 cm from the
resonators. This probably indicates that the current induced
from the incident radiation in the resonator or the cross-Kerr
coupling between the fundamental and the harmonic mode is
weaker for the second resonance order compared to the third.
The induced current is determined by the optical absorption
efficiency, the internal and the coupling quality factors of the
resonator, the cross-Kerr coupling quantifies the frequency
shift of the fundamental mode when an harmonic mode is
excited. We have also detected ν-frequencies above the
7–10 GHz range. The observations were similar: the ν-
detected frequency was different for each resonator with a
very high frequency-selectivity. Again, the ν-frequencies
detected correspond to simulated frequencies. The agreement
between the simulated and/or the measured higher-order

resonance mode and the detected frequencies lead us to
conclude that the higher-order resonance modes are at the
origin of the detection mechanism of our SKIDs. In the fol-
lowing paragraph we discuss why the fundamental resonance
mode is shifted when a harmonic mode is excited.

There is a ∼25% difference from the ∼900 pH/sq esti-
mated with the BCS-analytic formula and the 700 pH/sq
extracted from the comparison between simulated and mea-
sured resonance frequencies. The difference is likely due to
the non BCS-behavior of a:InO [14] being suppressed. For
small penetration depth compared to the resonator width,
another source of difference may be due to the fact that the
electromagnetic simulation assumes an uniform current dis-
tribution for each step grid throughout the width of the
resonator. This last point is inaccurate. Adjusting by simula-
tion the kinetic inductance per square to match the exper-
imental frequencies might thus lead to an underestimation of
the kinetic inductance. This source of discrepancy is probably
minor here as for a step grid of 3 μm almost no change of the
current distribution was observed throughout the 12 μm
width. Finally, from a practical point of view, the effective
kinetic inductance extracted this way is the most useful value
to foresee the highest harmonic modes.

4. Discussion

Below twice the superconducting gap, in order to be absor-
bed, the frequency of an incident light radiation has to match
a resonance mode (or any collective mode) otherwise the
superconductor is a perfect mirror. When absorbed, the
radiation increases the resonator current density, modifying
the inductance L owing to the following expression [5]:

( ) ( )[ ] ( )*= + +L J L J J0 1 .. , 22 2

where J* is a constant that sets the scale of the kinetic
inductance nonlinearity. The change of inductance leads to a
shift of the fundamental resonance frequency.

Within the Ginsburg–Landau theory [15] * =J J2 33 2
c

where Jc is the critical current density. We can estimate the
current density J* using the following formula [15]

* � x= ´J e m ns where ÿ is the reduced Planck constant, e
is the elementary charge, m is the electron mass, ns is the
superfluid density (at zero temperature), and ξ is the Cooper
pairs’ coherence length (at a given temperature). For the
employed a:InO with ~ -n 10 ms

24 3 (see online supplementary
data) and x = 5 nm (from [11]) we get * ~ ´ -J 4 10 A m9 2.
This value is to be compared to the critical current density of
granular aluminum [16] * ~ ´ -J 3 10 A m10 2 or pure alumi-
num [17] * ~ ´ -J 1 10 A m12 2.

Low superfluid density are of importance as it contributes to
lower J* and thus increases the detector sensitivity [5]. Another
way to improve the detector sensitivity is to enhance the current
density J by reducing the section of the resonator, by optimizing
the coupling to the feed-line or by injecting a bias DC-current as
realized in a frequency-tunable resonator [18]. The DC bias
would allow a dynamic adjustment of the operating point.

4

Supercond. Sci. Technol. 30 (2017) 045007 O Dupré et al

low Jc is a priori  more adapted for sub-gap detection

K=n.2π/Ln=1 n=2 n=3

=
SKID : Sub-gap Kinetic Inductance Detector

detection through δf for a specific hν < 2Δ 

http://doi.org/10.1088/1361-6668/aa5b14


SIT 2018  Florence Levy-Bertrand /208

 Tunable sub-gap radiation detection with superconducting resonators
O. Dupré et al, Supercond. Sci. Technol. 30, 045007 (2017).

a:InOx

L
• hν-selection = resonance mode (or any collective mode?)
• hν-absorbed          -> superfluid current density J increases

-> superfluid density ns decreases
          -> kinetic inductance Lk~1/ns increases
          -> resonance frequency shift

SKIDs

hν 
< 2Δ

Optical spectroscopy with superconducting resonators

the frequency shift due to the ν-antenna frequency increases
with the incident power. The indicated power corresponds to
the one applied onto the antenna with the RF-source. On the
right, the noise study consists in registering the time variation
of ∣ ∣S21 measured at the unperturbed resonator frequency with
an integrated bandwidth frequency of 1 Hz while the ν-
antenna is off and switched on at t∼40 s with −30 dBm
applied onto the antenna. The standard deviation without
illumination is (b) rms=0.03 dBm and (d) rms=0.02 dBm.
The signal variation is (b) ∣ ∣D =S 7.2221 dBm and (d)
∣ ∣D =S 3.2421 dBm. From these results we can approximately
estimate the sensitivity of our SKIDs. We define PSKID as the
power hitting each resonator. Electromagnetic simulation of
the antenna gives at 8 GHz a radiation efficiency of 75% and a
directivity of 2.7 dBi. In the case of = -P 30 dBmantenna ,
three dimensional simulation ray-tracing with the cryostat
geometry roughly estimates ~ -P 10SKID

12 W. The noise
equivalent power (NEP) is defined as:

( )= PNEP
signal
noise

1SKID

with the noise measured for a 1 Hz bandwidth. The signal to
noise ratio is of the order of ~200 Hz . Thus, assuming for
simplicity a linear response of the detector (implicit in the
above equation), the rough evaluation of the NEP is in the

–- - -10 10 W Hz14 15 1 2/ range. For future development it is
important to notice that the detector response is actually
nonlinear: see figure 2 of the online supplementary material.

Radio-frequency electromagnetic simulations have been
realized using the Sonnet software [13]. We adjusted the
kinetic inductance Ls=700 pH/sq to obtain the same flow-
resonance frequency by simulation and measurement
(1.83 GHz). With the adjusted Ls value, we get for the fhigh-
resonance a simulated resonance frequency of 2.57 GHz
which corresponds within 1% to the 2.55 GHz measured
frequency. For the flow-geometry, besides the base resonance
at 1.83 GHz, the simulation revealed higher frequency reso-
nance modes at 6.46 and 7.53 GHz. For the fhigh-geometry,
besides the base resonance at 2.57 GHz, higher frequency
resonance modes are found at 6.81 and 9.16 GHz. The highest
simulated frequencies match within less than 1% the ν-fre-
quencies detected. Within the present set-up our resonators
did not detect the ∼6 GHz frequency but they did with an
antenna enclosed in the cryostat and placed at 1 cm from the
resonators. This probably indicates that the current induced
from the incident radiation in the resonator or the cross-Kerr
coupling between the fundamental and the harmonic mode is
weaker for the second resonance order compared to the third.
The induced current is determined by the optical absorption
efficiency, the internal and the coupling quality factors of the
resonator, the cross-Kerr coupling quantifies the frequency
shift of the fundamental mode when an harmonic mode is
excited. We have also detected ν-frequencies above the
7–10 GHz range. The observations were similar: the ν-
detected frequency was different for each resonator with a
very high frequency-selectivity. Again, the ν-frequencies
detected correspond to simulated frequencies. The agreement
between the simulated and/or the measured higher-order

resonance mode and the detected frequencies lead us to
conclude that the higher-order resonance modes are at the
origin of the detection mechanism of our SKIDs. In the fol-
lowing paragraph we discuss why the fundamental resonance
mode is shifted when a harmonic mode is excited.

There is a ∼25% difference from the ∼900 pH/sq esti-
mated with the BCS-analytic formula and the 700 pH/sq
extracted from the comparison between simulated and mea-
sured resonance frequencies. The difference is likely due to
the non BCS-behavior of a:InO [14] being suppressed. For
small penetration depth compared to the resonator width,
another source of difference may be due to the fact that the
electromagnetic simulation assumes an uniform current dis-
tribution for each step grid throughout the width of the
resonator. This last point is inaccurate. Adjusting by simula-
tion the kinetic inductance per square to match the exper-
imental frequencies might thus lead to an underestimation of
the kinetic inductance. This source of discrepancy is probably
minor here as for a step grid of 3 μm almost no change of the
current distribution was observed throughout the 12 μm
width. Finally, from a practical point of view, the effective
kinetic inductance extracted this way is the most useful value
to foresee the highest harmonic modes.

4. Discussion

Below twice the superconducting gap, in order to be absor-
bed, the frequency of an incident light radiation has to match
a resonance mode (or any collective mode) otherwise the
superconductor is a perfect mirror. When absorbed, the
radiation increases the resonator current density, modifying
the inductance L owing to the following expression [5]:
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where J* is a constant that sets the scale of the kinetic
inductance nonlinearity. The change of inductance leads to a
shift of the fundamental resonance frequency.

Within the Ginsburg–Landau theory [15] * =J J2 33 2
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where Jc is the critical current density. We can estimate the
current density J* using the following formula [15]

* � x= ´J e m ns where ÿ is the reduced Planck constant, e
is the elementary charge, m is the electron mass, ns is the
superfluid density (at zero temperature), and ξ is the Cooper
pairs’ coherence length (at a given temperature). For the
employed a:InO with ~ -n 10 ms

24 3 (see online supplementary
data) and x = 5 nm (from [11]) we get * ~ ´ -J 4 10 A m9 2.
This value is to be compared to the critical current density of
granular aluminum [16] * ~ ´ -J 3 10 A m10 2 or pure alumi-
num [17] * ~ ´ -J 1 10 A m12 2.

Low superfluid density are of importance as it contributes to
lower J* and thus increases the detector sensitivity [5]. Another
way to improve the detector sensitivity is to enhance the current
density J by reducing the section of the resonator, by optimizing
the coupling to the feed-line or by injecting a bias DC-current as
realized in a frequency-tunable resonator [18]. The DC bias
would allow a dynamic adjustment of the operating point.
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with the incident power. The indicated power corresponds to
the one applied onto the antenna with the RF-source. On the
right, the noise study consists in registering the time variation
of ∣ ∣S21 measured at the unperturbed resonator frequency with
an integrated bandwidth frequency of 1 Hz while the ν-
antenna is off and switched on at t∼40 s with −30 dBm
applied onto the antenna. The standard deviation without
illumination is (b) rms=0.03 dBm and (d) rms=0.02 dBm.
The signal variation is (b) ∣ ∣D =S 7.2221 dBm and (d)
∣ ∣D =S 3.2421 dBm. From these results we can approximately
estimate the sensitivity of our SKIDs. We define PSKID as the
power hitting each resonator. Electromagnetic simulation of
the antenna gives at 8 GHz a radiation efficiency of 75% and a
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three dimensional simulation ray-tracing with the cryostat
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with the noise measured for a 1 Hz bandwidth. The signal to
noise ratio is of the order of ~200 Hz . Thus, assuming for
simplicity a linear response of the detector (implicit in the
above equation), the rough evaluation of the NEP is in the

–- - -10 10 W Hz14 15 1 2/ range. For future development it is
important to notice that the detector response is actually
nonlinear: see figure 2 of the online supplementary material.

Radio-frequency electromagnetic simulations have been
realized using the Sonnet software [13]. We adjusted the
kinetic inductance Ls=700 pH/sq to obtain the same flow-
resonance frequency by simulation and measurement
(1.83 GHz). With the adjusted Ls value, we get for the fhigh-
resonance a simulated resonance frequency of 2.57 GHz
which corresponds within 1% to the 2.55 GHz measured
frequency. For the flow-geometry, besides the base resonance
at 1.83 GHz, the simulation revealed higher frequency reso-
nance modes at 6.46 and 7.53 GHz. For the fhigh-geometry,
besides the base resonance at 2.57 GHz, higher frequency
resonance modes are found at 6.81 and 9.16 GHz. The highest
simulated frequencies match within less than 1% the ν-fre-
quencies detected. Within the present set-up our resonators
did not detect the ∼6 GHz frequency but they did with an
antenna enclosed in the cryostat and placed at 1 cm from the
resonators. This probably indicates that the current induced
from the incident radiation in the resonator or the cross-Kerr
coupling between the fundamental and the harmonic mode is
weaker for the second resonance order compared to the third.
The induced current is determined by the optical absorption
efficiency, the internal and the coupling quality factors of the
resonator, the cross-Kerr coupling quantifies the frequency
shift of the fundamental mode when an harmonic mode is
excited. We have also detected ν-frequencies above the
7–10 GHz range. The observations were similar: the ν-
detected frequency was different for each resonator with a
very high frequency-selectivity. Again, the ν-frequencies
detected correspond to simulated frequencies. The agreement
between the simulated and/or the measured higher-order

resonance mode and the detected frequencies lead us to
conclude that the higher-order resonance modes are at the
origin of the detection mechanism of our SKIDs. In the fol-
lowing paragraph we discuss why the fundamental resonance
mode is shifted when a harmonic mode is excited.

There is a ∼25% difference from the ∼900 pH/sq esti-
mated with the BCS-analytic formula and the 700 pH/sq
extracted from the comparison between simulated and mea-
sured resonance frequencies. The difference is likely due to
the non BCS-behavior of a:InO [14] being suppressed. For
small penetration depth compared to the resonator width,
another source of difference may be due to the fact that the
electromagnetic simulation assumes an uniform current dis-
tribution for each step grid throughout the width of the
resonator. This last point is inaccurate. Adjusting by simula-
tion the kinetic inductance per square to match the exper-
imental frequencies might thus lead to an underestimation of
the kinetic inductance. This source of discrepancy is probably
minor here as for a step grid of 3 μm almost no change of the
current distribution was observed throughout the 12 μm
width. Finally, from a practical point of view, the effective
kinetic inductance extracted this way is the most useful value
to foresee the highest harmonic modes.

4. Discussion

Below twice the superconducting gap, in order to be absor-
bed, the frequency of an incident light radiation has to match
a resonance mode (or any collective mode) otherwise the
superconductor is a perfect mirror. When absorbed, the
radiation increases the resonator current density, modifying
the inductance L owing to the following expression [5]:

( ) ( )[ ] ( )*= + +L J L J J0 1 .. , 22 2

where J* is a constant that sets the scale of the kinetic
inductance nonlinearity. The change of inductance leads to a
shift of the fundamental resonance frequency.

Within the Ginsburg–Landau theory [15] * =J J2 33 2
c

where Jc is the critical current density. We can estimate the
current density J* using the following formula [15]

* � x= ´J e m ns where ÿ is the reduced Planck constant, e
is the elementary charge, m is the electron mass, ns is the
superfluid density (at zero temperature), and ξ is the Cooper
pairs’ coherence length (at a given temperature). For the
employed a:InO with ~ -n 10 ms

24 3 (see online supplementary
data) and x = 5 nm (from [11]) we get * ~ ´ -J 4 10 A m9 2.
This value is to be compared to the critical current density of
granular aluminum [16] * ~ ´ -J 3 10 A m10 2 or pure alumi-
num [17] * ~ ´ -J 1 10 A m12 2.

Low superfluid density are of importance as it contributes to
lower J* and thus increases the detector sensitivity [5]. Another
way to improve the detector sensitivity is to enhance the current
density J by reducing the section of the resonator, by optimizing
the coupling to the feed-line or by injecting a bias DC-current as
realized in a frequency-tunable resonator [18]. The DC bias
would allow a dynamic adjustment of the operating point.

4

Supercond. Sci. Technol. 30 (2017) 045007 O Dupré et al

low Jc is a priori  more adapted for sub-gap detection

K=n.2π/Ln=1 n=2 n=3

http://doi.org/10.1088/1361-6668/aa5b14


SIT 2018  Florence Levy-Bertrand /209

Granular Aluminium: resistivity

2

particles generation should occurs above. The photon
incident energy has been spanned from 0 to 300 GHz
with a resolution down to ⇠1 GHz thanks to a Fourier-
Transform spectrometer with a 300 K black body radi-
ation source (below 50 GHz the detection is limited by
di↵raction and low black body emission). More technical
details are given in the supplementary material [design,
MP, interferrogram and complete spectra for sample #B].
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FIG. 1: Superconductor to Insulator Transition ob-

served through resistivity measurements. Bottom: re-
sistivity as a function of temperature for eight di↵erent com-
position of granular aluminum, from less resistive, sample #A,
to insulators, samples #G and #H. Resistivity is in linear
scale, temperature in log-scale. Top: schematic view of gran-
ular aluminum evolution. Grains of pure aluminum are embed
in a matrix of aluminum oxide. Varying the density of alu-
minum grains tuned the material from a superconductor to
an insulator.

The superconductor to insulator transition is clearly
visible on the resistivity measurements displayed on fig-
ure 1. A schematic view of granular aluminum structure
evolution is proposed on the figure’s top. The room tem-
perature resistivity increases from sample #A to sample
#H as the density of aluminum grains embed in the a ma-
trix of aluminum oxide is reduced. For samples #A and
#B, a metallic behavior is observed and superconductiv-
ity develops at low temperature. Additional Kondo-like
features at tens of Kelvin were observed in metallic sam-
ples with room temperature resistivity ⇢300K higher than
100µ⌦.cm10 (for samples #A and #B ⇢300K < 100µ⌦).
For samples #C to #H a semiconducting behavior is ob-
served at high temperature (by semiconducting we just
want to described the increasing resistivity for decreas-
ing temperature). Superconductivity (nulle resistance)
still develops at low temperature for samples #C to #F.
Metal to semiconducting change of behavior has previ-
ously been reported1,10. Samples #G and #H are in-
sulators although a probable reminiscence of supercon-
ductivity at the critical temperature of pure aluminum
T
c

⇠ 1.2 K is observed (dip in the resistivity). A prelim-
inary study, not shown here, revealed that the dip due to

the probable reminiscence of superconductivity is wipe
out by magnetic fields. Such a reminiscence has been
theoretically foresee2 and observed12,13.
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FIG. 2: Critical temperature evolution close to the

superconductor-insulator transition. Top: resistivity as
a function of temperature for six di↵erent composition of su-
perconducting granular aluminum, for increasing room tem-
perature resistivity from sample #A, to sample #F. Critical
temperatures, black dot, correspond to the inflection point
of the resistive transitions. Errors bars cover the distance to
get a nulle resistance. Resistivity and temperature are in lin-
ear scales. Bottom: critical temperatures versus resistivity at
300 K. The dashed line correspond to critical temperatures
of samples deposited on di↵erent substrat (silicon) using a
di↵erent machine deposition. Temperature is in linear scale,
resistivity is in log-scale.

Figure 2 focuses on the superconducting transition
temperature part of the resistivity measurements. For
the metallic samples, the superconducting transition is
pretty sti↵ while it is quite broad for the semiconducting
samples (in agreement with previous observations1,10).
In that context, the critical temperatures have been de-
fined as the inflection point of the resistive transitions
(black dots), the errors bars cover the distance to get
a nulle resistance. The bottom part of the figure dis-
plays the critical temperatures versus room temperature
resistivity. The critical temperature dome shape is con-
firmed by the dashed line that corresponds to critical
temperatures of samples deposited on di↵erent substrats
(silicon) using a di↵erent machine deposition (by di↵er-
ent collaborators). The agreement between the critical
temperatures obtained on samples prepared in di↵erent
localizations is remarkable.
The evolution of the superconducting gap determined

by optical spectroscopy at 100 mK is depicted on fig-



SIT 2018  Florence Levy-Bertrand /2010

Granular Aluminium: Tc dome shape
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Granular Aluminium: optical spectroscopy
with superconducting resonators
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Granular Aluminium: optical spectroscopy
with superconducting resonators

Set-up
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Granular Aluminium: optical spectroscopy
left of Tc-dome right of Tc-dome
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Granular Aluminium: optical spectroscopy
left of Tc-dome right of Tc-dome

Tmes~100 mK
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Granular Aluminium: phase stiffness J
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FIG. 3: Gap evolution close to the superconductor-

insulator transition. Labels #A to #F: quasi-particules
variation as a function of the incident photon energy for six
di↵erent composition of superconducting granular aluminum,
from less resistive, sample #A, to highly resistive, sample
#F at T ⇠ 100 mK. Above 2� every incident photon is
pair breaking leading to quasi-particules generation. The 2�-
dash line indicates the mid-height position, the shade area
corresponds to the 10%-90% height area. Top-right: gap at
T ⇠ 100 mK versus resistivity at 300 K, the errors bars cor-
responds to the 10%-90% width. Gap is in linear scale, resis-
tivity is in log-scale.

ure 3. Panels from #A to #F present the density of
quasi-particules generated as a function of the energy
of incident photons. Above twice the superconducting
gap every incident photon is pair breaking leading to
quasi-particules generation. The curves displayed corre-
spond to a Fourier-Transform of the raw measurements
normalized to one (curves #C to #F are an average
over about twenty measures). Twice the superconduct-
ing gap has been defined as the mid-height position of
the quasi-particules generation and is indicated by a ver-
tical dashed line. The top right panel presents the super-
conducting gap evolution (in Kelvin) versus room tem-
perature resistivity. The errors bars correspond to the
10%-90% width of the quasi-particules generation (grey
shape area of the #A to #F panels).

Following the analysis of reference5, figure 4 displays
di↵erent energy scales at play in the phase diagram of
the superconducting insulator transition as a function of
room temperature resistivity: the critical temperature
T
c

, the superconducting gap �, the phase sti↵ness J ,

the coulomb repulsion energy E
Coulomb

and the coupling
strength �/T

c

.
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FIG. 4: Superconductor to Insulator Transition phase

diagram. Critical temperature T
c

, superconducting gap �,
phase sti↵ness J , coulomb repulsion energy E

Coulomb

, and
coupling strength �/T

c

as a function of resistivity at 300 K.
The continuous back line correspond to critical temperatures
of samples deposited on di↵erent substrat (silicon) using a
di↵erent machine deposition. Dashed lines are linear adjust-
ments.

The phase sti↵ness is the energy scale controlling
the phase coherence of the superconducting condensate.
At zero temperature, the phase sti↵ness J , also called
Josephson energy (energy to tunnel from grain to grain),
can be evaluate, in Joule, as2,3,5,14:

J =
~
4e2

⇡�

R
sq

(1)

where ~ is the reduced Planck constant, e is the elemen-
tary charge, � the superconducting gap and R

sq

is the
thin film squared resistance. As the superconducting-
insulating transition is approached the phase sti↵ness de-
creases. We evaluated the phase sti↵ness by two meth-
ods. First, we directly computed it from the above for-
mula with the gap and squared resistance obtain from
the measurements. We labelled it J� on figure 4. For
the second method we used the following relation, link-
ing the kinetic inductance L

S

to the gap and the squared
resistance:

L
S

=
~R

sq

⇡�
(2)

To performed our optical spectroscopy measurements
we employed superconducting RLC-resonators made out

JΔ from measurements

J =
~2

4e2Ls

JLs from kinetic inductance Ls

=

Ls obtained by RF-simulation 
adjusting the actual

resonance frequencies f=(LC)-1/2

= Josephson energy
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Granular Aluminium: Coulomb Ec

4

granular aluminum. By comparing their actual reso-
nance frequencies, f ⇠ (LC)�1/2, to frequencies obtained
by radio-frequency electromagnetic simulations we deter-
mined their kinetic inductance L

S

15. The phase sti↵ness
obtained that way has been labelled J

LS .
The coulomb repulsion energy E

c

is the energy cost to
transfer an electron from grain to grain and is equal to3:

E
c

=
e2

4⇡✏0✏rd

s

s+ d/2
(3)

where ✏0 is the vacuum dielectric constant, ✏
r

is the
relative dielectric constant of the insulator between the
grains, e is the elementary charge, d is the grain size and
s is the thickness of the insulating barrier. For our sam-
ples we can estimate, ✏

r

⇠ 8.5 (aluminum oxide dielectric
constant), and d ⇠ 3 nm (grain size1). To get the phase
sti↵ness value at the transition from metallic to semicon-
ducting behavior, we need to assume s ⇠ 0.15 nm, result-
ing in E

c

⇠ 60 K. This value is reported on figure 4. The
assumed thickness of the insulating barrier correspond
to almost percolative grains and is to be compared to
s ⇠ 0.5 nm for one atomic layer of Al2O3 interface be-
tween the grains. The phase sti↵ness energy seems to
fall below the coulomb repulsion energy at the transi-
tion from metallic to semiconducting behavior that coin-
cides with the achievement of the highest critical temper-
ature. In concomitance, we evidenced a weak to strong
superconducting coupling change, from �/T

c

⇠ 1.78 to
�/T

c

⇠ 2.10 (this tendency has been foresee in a pre-
vious work5). The superconducting-insulating transition
is reached when the phase sti↵ness becomes smaller then
the superconducting gap.

For conventional BCS-superconductors, when super-
conductivity established all the electrons condensate and
formed one wave function with a unique phase breaking
out the U(1) symmetry also referred to as gauge invari-
ance symmetry. Then, the phase is rigid with a phase
sti↵ness J that is orders of magnitude higher then both
the coulomb repulsion energy E

c

and the superconduct-
ing gap �. The superconductivity is then BCS-like with
a coupling strength that is constant and almost textbook
as �/T

c

⇠ 1.78 (the textbook value is 1.76). Thus, we
estimate legitimate to assume a conventional electron-
phonon coupling in aluminum in a granular aluminum
form. It has been proposed that T

c

may increases be-
cause of a softening of surface phonon modes16 and/or
due to electronic confinement16,17 and/or on account of
a decrease of the Coulomb repulsion18. Here, we propose
an explanation orthogonal those previous suggestions.
Within the BCS theory a constant ratio �/T

c

imposes a
constant ratio T

c

/!
log

where !
log

is a logarithmic average
phonon energy (pp.1066-1069 of reference19). Therefore,
in the metallic superconducting region, the critical tem-
perature enhancement has to be related to a hardening
by a factor two of the logarithmic average phonon energy.
As, in pure aluminum !

log

⇠ 296 K19 and as, in Al2O3

the Debye phonon energy is of the order of !
D

⇠ 1000 K,
such hardening is likely to occur in granular aluminum

while increasing the Al2O3 amount. Thus, MgB2 grains
embed in a dielectric such as sapphire or diamond may
be a potential interesting structure to produce.
As the phase sti↵ness fails below the coulomb repul-

sion energy the BCS mean field theory does not apply
anymore as sub-gap phase fluctuations develop as foresee
by theory2,14, experimentally reported5,14 and presented
on the bottom panel of figure 5. Figure 5 displays the
quasi-particules variation measured at T ⇠ 100 mK by
state-of-the art optical spectroscopy on two di↵erent sam-
ples. The top panel displays measurements performed on
the metallic-superconductor sample #B with a coupling
strength �/T

c

⇠ 1.78. No sub-gap features are visible,
the superconductivity is BCS-like. The bottom panel
shows measurements realized on the semiconducting-
sample #B with a coupling strength �/T

c

⇠ 2.10. Many
sub-gap features are visible, revealing a non-BCS super-
conductivity. More measurements and discussions on the
sub-gap features close to the superconductor-insulator
transition will be published elsewhere. The sub-gap
phase fluctuations that are developing tend to reduce the
critical temperature T

c

resulting into a higher coupling
strength ratio �/T

c

⇠ 2.10.
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FIG. 5: Sub-gap evolution close to the

superconductor-insulator transition. Quasi-particules
variation at T ⇠ 100 mK as a function of the incident photon
energy for a BCS-like metallic superconductor, sample #B,
and a non-BCS like semiconducting superconductor, sample
#C.

Eventually, the superconductivity seems to be abruptly
suppressed when the phase sti↵ness becomes smaller then
the superconducting gap. This point has also being fore-
see by theory2 and is interpreted as a Mott transition of
the Cooper pairs. The phase sti↵ness (i.e the Joseph-
son energy) plays the role of the bandwidth. When this
bandwidth falls below the gap energy, superconductivity
is suppressed and the system turns into an insulator.
In conclusion, we explored the phase diagram of

granular aluminum by combined state-of-the art optical
spectroscopy at 100 mK and resistivity measurements.

2

particles generation should occurs above. The photon
incident energy has been spanned from 0 to 300 GHz
with a resolution down to ⇠1 GHz thanks to a Fourier-
Transform spectrometer with a 300 K black body radi-
ation source (below 50 GHz the detection is limited by
di↵raction and low black body emission). More technical
details are given in the supplementary material [design,
MP, interferrogram and complete spectra for sample #B].
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FIG. 1: Superconductor to Insulator Transition ob-

served through resistivity measurements. Bottom: re-
sistivity as a function of temperature for eight di↵erent com-
position of granular aluminum, from less resistive, sample #A,
to insulators, samples #G and #H. Resistivity is in linear
scale, temperature in log-scale. Top: schematic view of gran-
ular aluminum evolution. Grains of pure aluminum are embed
in a matrix of aluminum oxide. Varying the density of alu-
minum grains tuned the material from a superconductor to
an insulator.

The superconductor to insulator transition is clearly
visible on the resistivity measurements displayed on fig-
ure 1. A schematic view of granular aluminum structure
evolution is proposed on the figure’s top. The room tem-
perature resistivity increases from sample #A to sample
#H as the density of aluminum grains embed in the a ma-
trix of aluminum oxide is reduced. For samples #A and
#B, a metallic behavior is observed and superconductiv-
ity develops at low temperature. Additional Kondo-like
features at tens of Kelvin were observed in metallic sam-
ples with room temperature resistivity ⇢300K higher than
100µ⌦.cm10 (for samples #A and #B ⇢300K < 100µ⌦).
For samples #C to #H a semiconducting behavior is ob-
served at high temperature (by semiconducting we just
want to described the increasing resistivity for decreas-
ing temperature). Superconductivity (nulle resistance)
still develops at low temperature for samples #C to #F.
Metal to semiconducting change of behavior has previ-
ously been reported1,10. Samples #G and #H are in-
sulators although a probable reminiscence of supercon-
ductivity at the critical temperature of pure aluminum
T
c

⇠ 1.2 K is observed (dip in the resistivity). A prelim-
inary study, not shown here, revealed that the dip due to

the probable reminiscence of superconductivity is wipe
out by magnetic fields. Such a reminiscence has been
theoretically foresee2 and observed12,13.
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FIG. 2: Critical temperature evolution close to the

superconductor-insulator transition. Top: resistivity as
a function of temperature for six di↵erent composition of su-
perconducting granular aluminum, for increasing room tem-
perature resistivity from sample #A, to sample #F. Critical
temperatures, black dot, correspond to the inflection point
of the resistive transitions. Errors bars cover the distance to
get a nulle resistance. Resistivity and temperature are in lin-
ear scales. Bottom: critical temperatures versus resistivity at
300 K. The dashed line correspond to critical temperatures
of samples deposited on di↵erent substrat (silicon) using a
di↵erent machine deposition. Temperature is in linear scale,
resistivity is in log-scale.

Figure 2 focuses on the superconducting transition
temperature part of the resistivity measurements. For
the metallic samples, the superconducting transition is
pretty sti↵ while it is quite broad for the semiconducting
samples (in agreement with previous observations1,10).
In that context, the critical temperatures have been de-
fined as the inflection point of the resistive transitions
(black dots), the errors bars cover the distance to get
a nulle resistance. The bottom part of the figure dis-
plays the critical temperatures versus room temperature
resistivity. The critical temperature dome shape is con-
firmed by the dashed line that corresponds to critical
temperatures of samples deposited on di↵erent substrats
(silicon) using a di↵erent machine deposition (by di↵er-
ent collaborators). The agreement between the critical
temperatures obtained on samples prepared in di↵erent
localizations is remarkable.
The evolution of the superconducting gap determined

by optical spectroscopy at 100 mK is depicted on fig-

d

s

✏r

d=3nm-6nm         s=0.5nm ✏r = 8.5

Ec ~ 100+/- 50 K
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• J > Ec:
“metal”
Δ/Tc~ 1.78

•Δ < J < Ec:
“non-metal”
Δ/Tc~ 2.10
sub-gap absorptions

• J < Δ :
insulator

interplay of J, Ec and Δ

Granular Aluminium: phase diagram

agreement with Pracht and al, PRB 93, 100503(R) 2016. 



SIT 2018  Florence Levy-Bertrand /2017

Granular Aluminium: ωp

Scaling of ωp with Δ
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Granular Aluminium: ωG

Scaling of ωG with J
(?)
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Granular Aluminium discussion• sub-gap optical absorption in agreement 
with literature but now resolved features

• onset when                 
suggest phase fluctuations

• literature explains 1 mode
observation of 2 (or more?) modes

• N. Maleeva and al, Nat. Com 9, 3889 (2018) 
ωp =saturation of 2D plasmon dispersion

  quantitative agreement but for multipeaks

• ωG ? …

J . Ec
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Conclusion

• Sub-gap modes in (various) superconductors 

• Origin(s) under debate 

• Of interests for 3 communities:  
- astrophysics instrumentation (photon detection)
- quantum engineering (high-LK vs dissipation?)
- fundamental studies
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Conclusion

THANK YOU

• Sub-gap modes in (various) superconductors 

• Origin(s) under debate 

• Of interests for 3 communities:  
- astrophysics instrumentation (photon detection)
- quantum engineering (high-LK vs dissipation?)
- fundamental studies


